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Abstract. A new description of one-dimensional scattering processes in terms of boson operators
is presented, and the Schrödinger equation in a general form is analysed in this description on the
basis of the factorization scheme. As an example of application, a low-energy expansion formula
of the Green function is derived within the framework of this formalism.

1. Introduction

Scattering theory of the Schrödinger equation in one dimension has always been an active
area of research since the foundation of quantum mechanics. In recent years, there has been
considerable interest in this area with relation to the inverse scattering method for nonlinear
problems [1,2]. A particularly important issue in scattering theory is the analysis of the Green
function. Asymptotic expansions for the Green function and related functions in high- and
low-energy regions have been extensively studied by many researchers using various methods.
(See [3–5] and references therein.) The aim of this paper is to provide another viewpoint to
this old problem.

Here we study the structure of the Green function on the basis of a new description of
scattering processes. We consider the one-dimensional Schrödinger equation

i
∂

∂t
ψ(x; t) = − ∂2

∂x2
ψ(x; t) + VS(x)ψ(x; t) (1.1)

or its stationary-state form

− d2

dx2
ψ(x) + VS(x)ψ(x) = Eψ(x). (1.2)

HereVS(x) is the potential andE denotes the energy. We set the origin of the energy scale at
the ground state level, so that the ground state has zero energy.

In our analysis we make use of factorization of the Schrödinger operator. It is well known
that the Schr̈odinger equation (1.2) can be factorized as

−
[

d

dx
+ f (x)

] [
d

dx
− f (x)

]
ψ(x) = Eψ(x) (1.3)

where

VS(x) = [f (x)]2 +
df (x)

dx
. (1.4)
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Letψ0(x) be a solution of equation (1.2) withE = 0, such thatψ0(x) > 0 for anyx. Thisψ0

is the wavefunction of the ground state if it is a bound state. The functionf (x) satisfying (1.4)
is expressed in terms ofψ0 as

f (x) = 1

ψ0(x)

d

dx
ψ0(x). (1.5)

This kind of factorization, which has a fairly long history, has recently been extensively utilized
in the context of supersymmetric quantum mechanics [6, 7]. Aside from the supersymmetry,
the factorization is useful for studying general properties of the Schrödinger equation. The
factorized equation (1.3) is much more manageable than (1.2), and we can construct explicit
formulae for the Green function in terms of the functionf (x) given by (1.5). This amounts to
expressing the Green function in terms of the wavefunction of the ground state.

Another important aspect of the factorization is its close relation with the Fokker–Planck
equation [8–11]. The one-dimensional Fokker–Planck equation describing the diffusion
process in a potentialV (x) has the form [12,13]

∂

∂t
P (x; t) = ∂2

∂x2
P(x; t)− 2

∂

∂x
[f (x)P (x; t)] (1.6)

where

f (x) = −1

2

d

dx
V (x). (1.7)

The Schr̈odinger equation (1.1) is equivalent to the Fokker–Planck equation (1.6), with the
correspondence

ψ = eV (x)/2P t ↔ −it (1.8)

the functionf (x) in equation (1.6) being the same as that in equation (1.3). Therefore, a study
of the factorized Schrödinger equation is also important for applications in nonequilibrium
problems.

Throughout this paper we letV (x) denote the Fokker–Planck potential, which is related
to f (x) by (1.7). From (1.5) and (1.7) we have

V (x) = −2 logψ0(x) + constant. (1.9)

(We may drop the constant in (1.9), since it is always cancelled in the final result.) For the
time being, we assume that bothV (+∞) andV (−∞) are finite, and thatV (x) converges to
these limits sufficiently fast. (We shall see the specific meaning of this ‘sufficiently fast’ in
section 9.) However, as demonstrated later, we can also deal with the cases whereV (x) tends
to infinity atx →±∞.

The Green functionGS(x, x
′; t) for the Schr̈odinger equation (1.1) is defined as the

solution of

i
∂

∂t
GS(x, x

′; t) +
∂2

∂x2
GS(x, x

′; t)− VS(x)GS(x, x
′; t) = δ(x − x ′)δ(t). (1.10)

We shall deal with retarded Green functions, and soGS satisfies the conditionGS(x, x
′; t) = 0

for t < 0. Its Fourier transform

GS(x, x
′;E) ≡

∫ ∞
−∞

eiEtGS(x, x
′; t)dt (1.11)

is the Green function for the stationary-state equation (1.2), satisfying[
∂2

∂x2
− VS(x) +E

]
GS(x, x

′;E) = δ(x − x ′). (1.12)
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Figure 1. Schematic representation of the scattering process in one dimension. The rules for
interpreting such diagrams are given in figure 2. The horizontal direction of the figure corresponds
to the space coordinate. The vertical direction does not have any particular meaning. Such a
diagram, when integrated over the positions of the crosses, amounts to thenth-order term in the
Born expansion (1.19). (In this example,n = 13.)

LetGF(x, x
′; t) denote the Green function of the Fokker–Planck equation (1.6), satisfying

∂

∂t
GF (x, x

′; t)− ∂2

∂x2
GF(x, x

′; t) + 2
∂

∂x
[f (x)GF (x, x

′; t)] = δ(x − x ′)δ(t). (1.13)

We define its Fourier transform

GF(x, x
′;ω) ≡

∫ ∞
0

eiωtGF (x, x
′; t)dt. (1.14)

Then we have the relation

GF(x, x
′;ω) = −e−[V (x)−V (x ′)]/2GS(x, x

′;E) (1.15)

with E = iω. Thus, the Green function of the Fokker–Planck equation, which plays a
fundamental role in diffusion problems, is obtained fromGS by analytic continuation to
imaginary values of energy.

The free-particle Green functionG0(x, x
′;E) for the stationary Schrödinger equation is

the solution of(
∂2

∂x2
+E

)
G0(x, x

′;E) = δ(x − x ′). (1.16)

Its explicit form is obtained as

G0(x, x
′;E) = 1

2π

∫ ∞
−∞

eip(x−x ′)

−p2 +E + iδ
dp = −i

2k
eik|x−x ′| (1.17)

where

k =
√
E. (1.18)

(Hereδ is a positive infinitesimal quantity that ensures the ‘retarded’ boundary condition.)
UsingG0, the Green function of equation (1.2) can be expanded in terms ofVS as

GS(x, x
′;E) = G0(x, x

′;E) +
∫ ∞
−∞

dy1G0(x, y1;E)VS(y1)G0(y1, x
′;E)

+
∫ ∞
−∞

∫ ∞
−∞

dy1dy2G0(x, y2;E)VS(y2)G0(y2, y1;E)VS(y1)G0(y1, x
′;E)+ · · · .

(1.19)

This is the Born expansion. The Born expansion in one dimension is graphically represented
by paths in one-dimensional space that connects the pointsx ′ andx, as in figures 1 and 2.

We may use (1.4) and write the Born expansion in terms off (x) rather thanVS(x). The
diagrammatic rules (figures 2(b)–(d)) become particularly simple when expressed in terms of
f (x). After an easy calculation (see appendix A), we obtain the following rules:
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Figure 2. Rules for the diagrammatic representation.

Figure 3. Diagrammatic rules expressed in terms of
f (x).

Figure 4. Graphical representation of the scattering
process re-expressed in terms off . The interaction takes
place only at the turning points of the path.

(1) The left reflection at positiony (figure 2(b)) gives a factor−2ikf (y).
(2) The right reflection at positiony (figure 2(c)) gives a factor +2ikf (y).
(3) The forward scattering (figure 2(d)) vanishes.

The remarkable point is that there is no forward scattering, so that the interaction takes place
only where the path changes its direction. These rules can be further simplified, since the factor
2ik that comes from each scattering ((1) and (2) above) is cancelled by the factor−i/(2k) in
G0. Therefore, apart from an overall factor−i/(2k) in the final result, we can calculate the
Green function with the diagrammatic rules given in figure 3. Now we treat eik(x2−x1), instead
of −ieik(x2−x1)/(2k), as the free propagator. The Green function is obtained by taking the sum
of such diagrams as in figure 4, now with the rules of figure 3, and multiplying it with the
overall factor−i/(2k). (Here the ‘sum of diagrams’ implies integrations over the positions of
the turning points, as well as the summation over the number of turning points.)

The diagrammatic representation of the scattering process leads us in a natural way to
a description in terms of boson operators [14]. We regard the space coordinatex as playing
the role of time in usual quantum mechanics, and interpret the free propagator (figure 3(a)) as
the propagation line of a boson. Since the free propagator connectingx ′ andx has the form
exp[ik(x − x ′)] for x > x ′, we can see that the ‘energy’ of the free boson is−k. Therefore,
the free propagation of the boson is described by the unperturbed ‘Hamiltonian’

H0 = −ka†a (1.20)

wherea anda† are boson annihilation–creation operators satisfying the commutation relation

[a, a†] = 1. (1.21)

We interpret the scattering vertices (figures 3(b) and (c)) as the pair annihilation and pair
creation of bosons. The vertex in figure 3(b), which is interpreted as the pair annihilation, is
represented by the operator− 1

2f aa. (The 1
2 is a symmetry factor.) Similarly, figure 3(c) is

represented by12f a
†a†. So the scattering is described by the interaction Hamiltonian

H ′(x) = − i

2
f (x)(aa − a†a†). (1.22)
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As in usual quantum mechanics, we define the evolution operatorU as the solution of

i
∂

∂x
U(x, x0; k) = [H0 +H ′(x)]U(x, x0; k) (1.23)

with the initial conditionU(x = x0; k) = 1. Using this evolution operator, we define the
complete propagator as

G(x, x ′; k) ≡ 〈0|U(∞, x; k)(a + a†)U(x, x ′; k)(a + a†)U(x ′,−∞; k)|0〉
〈0|U(∞,−∞; k)|0〉 (1.24)

where|0〉 is the vacuum state satisfyinga|0〉 = 0. (Hereafter we assumex > x ′ without loss
of generality.) It is obvious that thisG gives the sum of all such diagrams as the one in figure 4,
with the rules of figure 3. The quantity〈0|U(∞,−∞; k)|0〉 in the denominator cancels the
contribution from disconnected diagrams. The operatora + a† is assigned to the pointsx and
x ′, since an endpoint of a path corresponds to either creation or annihilation of a boson line.
Therefore, we find that the Green function of the Schrödinger equation is obtained as

GS(x, x
′;E) = −i

2k
G(x, x ′; k) k =

√
E. (1.25)

Let us note that we may shift the unperturbed Hamiltonian (1.20) by an arbitrary constant.
Adding a constantc to H0 gives rise to an extra factor exp[−ic(x2 − x1)] in front of the
evolution operatorU(x2, x1; k). Such factors are cancelled between the denominator and the
numerator of (1.24), and so expression (1.24) remains unchanged. For convenience in our
future discussion, we replace (1.20) by

H0 = −ka†a − k
2
= −k

2
(aa† + a†a). (1.26)

The evolution equation (1.23) now takes the form

∂

∂x
U(x, x0; k) = 1

2[ik(aa† + a†a)− f (x)(aa − a†a†)]U(x, x0; k). (1.27)

The Born expansion is essentially a high-energy expansion. Although (1.24) is originally
derived from the Born expansion, we can turn it into a low-energy expansion by a symmetry
transformation. This is a remarkable feature of expression (1.24), and we shall study it
thoroughly in this paper.

The boson representation depicted above is the ‘old’ boson picture already discussed in
previous papers [14,15]. Although it is useful for understanding many properties of scattering
processes, it is not necessarily the most suitable representation for actual calculations. In this
paper we introduce a different representation in terms of boson operators of a different kind,
which will provide a new viewpoint on scattering processes in general.

We begin our analysis with the old boson representation. We study the structure of the
propagator in sections 3 and 4, starting from the expression (1.24). In section 5 we introduce
a new representation in terms of another kind of boson operator. In section 6, an expression
of the propagator is derived in this representation. As an application of this formalism, in
sections 7 and 8 we derive a low-energy expansion formula of the Green function [16] by
using this new boson representation.

2. Scattering coefficients

Before getting into the main thread, let us briefly remark upon the scattering coefficients
(transmission and reflection coefficients). Although we do not develop a detailed discussion
on the scattering coefficients in this paper, they are very important quantities in describing
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scattering processes. So it is worthwhile to notice here how they can be dealt with in our
formalism.

We define the scattering coefficients for a finite interval(x1, x2) as follows [15]. We
consider the Fokker–Planck potentialV̄ (x), which is the same asV (x) within the interval
(x1, x2) and constant outside:

V̄ (x) ≡


V (x1) (x < x1)

V (x) (x1 6 x 6 x2)

V (x2) (x2 < x).

(2.1)

The corresponding Schrödinger potential is

V̄S(x) ≡ f̄ 2 +
df̄

dx
f̄ (x) ≡ −1

2

d

dx
V̄ (x). (2.2)

(The functionV̄ (x) defined by (2.1) is not, in general, smooth atx = x1 andx = x2. Therefore
f̄ (x) is discontinuous, and̄VS(x) includes delta functions at these points†.) SinceV̄S(x) = 0
outside the interval(x1, x2), the Schr̈odinger equation

−d2ψ

dx2
+ V̄Sψ = k2ψ (2.3)

has two independent solutions of the form

ψ1(x) =
{

eik(x−x1) +Rl(x2, x1)e
−ik(x−x1) (x < x1)

τ (x2, x1)e
ik(x−x2) (x2 < x)

(2.4a)

ψ2(x) =
{
τ(x2, x1)e

−ik(x−x1) (x < x1)

e−ik(x−x2) +Rr(x2, x1)e
ik(x−x2) (x2 < x).

(2.4b)

This defines the right reflection coefficientRr , left reflection coefficientRl , and the transmission
coefficientτ for the interval(x1, x2). The connection to the standard scattering coefficients,
which are defined with regard to the asymptotic behaviour at infinity, is explained in [15].

These coefficients can be expressed in the boson representation as‡

τ(x2, x1) = 〈0|aU(x2, x1)a|0〉
〈0|U(x2, x1)|0〉 (2.5a)

Rr(x2, x1) = 〈0|aaU(x2, x1)|0〉
〈0|U(x2, x1)|0〉 (2.5b)

Rl(x2, x1) = 〈0|U(x2, x1)a
†a†|0〉

〈0|U(x2, x1)|0〉 . (2.5c)

Namely, the transmission coefficientτ(x2, x1) is the sum over the paths that penetrate the
interval(x1, x2) without leaving it. The right reflection coefficientRr(x2, x1) is the sum over
the paths, also restricted within(x1, x2), that start from and return tox2, the right edge of the
interval. Similarly,Rl is obtained as the sum over the paths that start from and return to the
left edge.

We can treat these scattering coefficients in the same way as the Green function. Let us
generalize the definition of the propagator (1.24) as

G(x, x ′; z, z′) ≡ 〈0|U(z, x)(a + a†)U(x, x ′)(a + a†)U(x ′, z′)|0〉
〈0|U(z, z′)|0〉 (2.6)

† In fact, the scattering coefficients are well defined even ifV̄ (x) has discontinuities, although̄VS(x) is then rather
problematic. In such cases, we may regardV̄ (x) as a limit of continuous functions.
‡ See [14,15] and references therein.
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Figure 5. Diagrammatic interpretation of the generalized
propagatorḠ(x, x′; z, z′; ξ, ξ ′). (We omit the cross
representing the interaction, which takes place wherever
the path changes its direction.)

wherez andz′ are real numbers such thatz′ 6 x ′ 6 x 6 z. (Here and hereafter we omit to
write the argumentk.) This is the sum over the paths connectingx ′ andx, now restricted within
the interval(z′, z). The original propagator is recovered by settingz = +∞ andz′ = −∞.
From (2.6) and (2.5) we can see that

G(x2, x1; x2, x1) = τ(x2, x1) (2.7a)

G(x2, x2; x2, x1) = 1 +Rr(x2, x1) (2.7b)

G(x1, x1; x2, x1) = 1 +Rl(x2, x1). (2.7c)

Thus the propagator describes the scattering coefficients as well as the Green function.

3. General formalism

It is convenient to further generalize (2.6) and define

Ḡ(x, x ′; z, z′; ξ, ξ ′) ≡ 〈0|e
ξaa/2U(z, x)(a + a†)U(x, x ′)(a + a†)U(x ′, z′)eξ

′a†a†/2|0〉
〈0|eξaa/2U(z, z′)eξ ′a†a†/2|0〉 (3.1)

with new parametersξ and ξ ′. This Ḡ is the sum of all such diagrams as in figure 5.
Corresponding to the newly inserted operators eξaa/2 and eξ

′a†a†/2, these diagrams include
additional scattering vertices at the pointsz andz′. Each scattering (reflection) atz andz′

gives a factorξ andξ ′, respectively. Of course, (3.1) reduces to (2.6) by settingξ = ξ ′ = 0.
From (1.25) and (2.7) we find that the Green function and the scattering coefficients are obtained
from Ḡ as

GS(x, x
′) = −i

2k
Ḡ(x, x ′;∞,−∞; 0, 0) (3.2a)

τ(x2, x1) = Ḡ(x2, x1; x2, x1; 0; 0) (3.2b)

Rr(x2, x1) = Ḡ(x2, x2; x2, x1; 0, 0)− 1 (3.2c)

Rl(x2, x1) = Ḡ(x1, x1; x2, x1; 0, 0)− 1. (3.2d)

The generalized form (3.1) proves suitable for studying the symmetry structure of the
propagator, as we shall see. Moreover, there is also a practical merit. So far we have been
assuming that the Fokker–Planck potentialV (x) is finite at bothx → +∞ and−∞. In such
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cases, the original Green functionG is recovered fromḠ by settingξ = ξ ′ = 0 and then
taking the limitz→ +∞, z′ → −∞. However, including the parametersξ andξ ′ enables us
to deal with other cases as well. Note that the valueξ = 1 corresponds to a totally reflecting
wall at positionz. So ifV (x) diverges to +∞ atx →∞, we may setξ = 1 (instead ofξ = 0)
before lettingz→∞. Indeed, this procedure proves to give the correct low-energy expression
of the Green function, provided thatV (x) diverges sufficiently fast. (We shall comment on
this condition in section 9.) On the other hand,ξ = −1 describes a totally absorbing wall.
Therefore, ifV (x) goes to−∞ at x → ∞, it is appropriate to setξ = −1 beforez → ∞.
Similarly, we may setξ ′ = 0, +1, or−1, corresponding to the casesV (−∞) = finite,
+∞, or −∞, respectively, before taking the limitz′ → −∞. Thus, using the generalized
expression (3.1), we can deal with the cases whereV (x) is infinite atx → +∞ or x →−∞,
or both.

Expression (3.1) can be written in a purely algebraic form as follows. (See [14] for details.)
First, we define

J+ = − 1
2a

†a† J− = 1
2aa J3 = 1

4(aa
† + a†a) (3.3a)

Q+ = 1√
2
a† Q− = 1√

2
a. (3.3b)

ThenJ3, J±, andQ± satisfy

J+ = −Q2
+ J− = Q2

− J3 = 1
2(Q+Q− +Q−Q+) (3.4a)

[J3,Q+] = 1
2Q+ [J3,Q−] = − 1

2Q− (3.4b)

where [A,B] = AB − BA. Operators satisfying relations (3.4) constitute a Lie
superalgebra [17,18]. (This superalgebra bears no relation to the supersymmetry mentioned in
section 1, which is associated with the factorization of the Schrödinger operator.) From (3.4)
we can derive the remaining commutation relations among these operators:

[J3, J+] = J+ [J3, J−] = −J− [J+, J−] = 2J3 (3.5a)

[J−,Q+] = Q− [J+,Q−] = Q+ [J+,Q+] = [J−,Q−] = 0. (3.5b)

Note that equations (3.5a) are nothing but theSU(2) (or SL(2,C)) commutation relations.
Just like the usual angular momentum operators, we use the notation

J1 = (J+ + J−)/2 J2 = −i(J+ − J−)/2. (3.6)

Next, we write

(9,8) = 〈9|8〉 (3.7)

where the right-hand side denotes the ordinary inner product in the Fock space. (Perhaps it
would be more appropriate to write (3.7) as, for example,(9m,9n) = 〈m|n〉. But the meaning
of (3.7) is clear.) Then, from (3.3) it is obvious that

(9,Q±8) = (Q∓9,8) (3.8)

with arbitrary states9 and8. Finally, we write90 in place of|0〉. Namely,

90 = |0〉. (3.9)

This90 is the lowest state, in the sense that it is annihilated by the operatorQ−:

Q−90 = 0. (3.10)

Using these notations, we can rewrite (3.1) as

Ḡ(x, x ′; z, z′; ξ, ξ ′)
= 1

2

(90, eξJ−U(z, x)(Q+ +Q−)U(x, x ′)(Q+ +Q−)U(x ′, z′)e−ξ
′J+90)

(90, eξJ−U(z, z′)e−ξ
′J+J390)

. (3.11)
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(We have usedJ3|0〉 = 1
4|0〉 and inserted aJ3 in the denominator on the right-hand side.) The

evolution equation (1.27) can be rewritten as

∂

∂x
U(x, x0) = 2[ikJ3− f (x)J1]U(x, x0). (3.12)

In other words, the operatorU that appears in (3.11) is obtained as the solution of (3.12) with
the initial conditionU(x = x0) = 1 (identity operator).

It may seem that (3.11) is merely (3.1) rewritten in a different style. However, as it turns
out, (3.11) is a more general expression. As shown in appendix B, expression (3.11) holds
without reference to (3.3), (3.7) or (3.9). Namely, (3.11) holds in any representation as long
as the algebraic relations (3.4), (3.8) and (3.10) are satisfied †. So we may forget (3.3), (3.7)
and (3.9); all we need is (3.4), (3.8), (3.10) and (3.12). Expression (3.1) in terms of the boson
operators is merely a specific representation of the general expression (3.11).

We may use (3.11) in any representation. If we are presented with a specific set of
operatorsJ3, J±, andQ± satisfying relations (3.4), we only need to define an inner product in
the representation space such that condition (3.8) may be satisfied. Then from (3.11) and (3.12)
we can obtain the expression ofḠ in that particular representation.

As a preparation for the analysis in subsequent sections, let us describe here the structure
of the evolution equation (3.12) in a general way. This equation can be expressed as

∂

∂x
U(x, x0) = 2

(
dX

dx
J3 +

dY

dx
J1

)
U(x, x0) (3.13)

with

X(x) ≡ ikx Y (x) ≡ 1
2V (x). (3.14)

(Recall (1.7) for the definition ofV (x).) It is obvious that equation (3.13) has a symmetry
structure. Let us define(

Xθ
Yθ

)
≡
(

cosθ sinθ
− sinθ cosθ

)(
X

Y

)
(3.15a)(

J3,θ

J1,θ

)
≡
(

cosθ sinθ
− sinθ cosθ

)(
J3

J1

)
. (3.15b)

Obviously the evolution equation (3.13) is covariant with respect to the transformation
(X, Y )→ (Xθ , Yθ ), (J3, J1)→ (J3,θ , J1,θ ). Namely, we can rewrite equation (3.13) as

∂

∂x
U(x, x0) = 2

(
dXθ
dx

J3,θ +
dYθ
dx

J1,θ

)
U(x, x0) (3.16)

with arbitraryθ .
In addition to (3.15b), let us defineJ2,θ ≡ J2 and alsoJ±,θ ≡ J1,θ ± iJ2,θ . The

transformation(J1, J2, J3) → (J1,θ , J2,θ , J3,θ ) is a rotation around the 2-axis, and so we
can write

Ja,θ = P(θ)JaP (−θ) (a = 1, 2, 3, or±) (3.17)

with

P(θ) ≡ e−iθJ2. (3.18)

It can be shown‡ that this rotation operatorP(θ) is expressed in terms ofJ3 andJ± as

P(θ) = etan(θ/2)J− [cos(θ/2)]2J3e− tan(θ/2)J+ . (3.19)

† Actually, the condition(90,Q+ · · ·) = 0 is sufficient instead of (3.8). However, it is convenient to impose the
requirement (3.8) in order to have a symmetrical description.
‡ See footnote 14 of [15].
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(Here [cos(θ/2)]2J3 = e2 log[cos(θ/2)]J3.) Expression (3.19) turns out to be more useful
than (3.18) for actual calculations.

Equation (3.16) is a generalized form of (1.27). As we did with equation (1.27), we shall
regard the term 2dXθdx J3,θ in (3.16) as describing the unperturbed evolution, and 2dYθ

dx J1,θ as the
‘interaction’. Then it is convenient to switch over to the the interaction picture, as in usual
quantum mechanics. If the interaction term were absent in (3.16), the evolution operator would
behave as e2XθJ3,θ . So we can define the evolution operator in the interaction picture as

UI (x2, x1; θ) ≡ e−2Xθ (x2)J3,θ U(x2, x1)e
2Xθ (x1)J3,θ . (3.20)

(Note that the interaction picture depends on the frame angleθ .) From (3.16) and (3.20) we
have

∂

∂x
UI (x, x0; θ) = 2

dYθ
dx

e−2Xθ (x)J3,θ J1,θe
2Xθ (x)J3,θ UI (x, x0; θ). (3.21)

The operatorsJ±,θ and J3,θ satisfy the same commutation relations asJ± and J3

(equations (3.5a)). By using these commutation relations, we can show that

e−AJ3,θ J±,θeAJ3,θ = e∓AJ±,θ (3.22)

for an arbitrary complex numberA. Therefore, (3.21) becomes

∂

∂x
UI (x, x0; θ) = dYθ

dx
(e−2Xθ (x)J+,θ + e2Xθ (x)J−,θ )UI (x, x0; θ). (3.23)

In correspondence with (3.17), let us also define

Q±,θ = P(θ)Q±P(−θ). (3.24)

From (3.4b) and (3.5b) it follows that

Q±AJ3 = AJ3±1/2Q± [eAJ∓Q±] = AQ∓eAJ∓ (3.25)

whereA is an arbitrary complex number. Substituting (3.19) into (3.24), and using (3.25), we
obtain (

Q+,θ

Q−,θ

)
=
(

cos(θ/2) sin(θ/2)
− sin(θ/2) cos(θ/2)

)(
Q+

Q−

)
. (3.26)

The commutation relations (3.4b) hold withJ3 andQ± replaced byJ3,θ andQ±,θ . Hence we
have, just like (3.22),

e−AJ3,θQ±,θeAJ3,θ = e∓A/2Q±,θ . (3.27)

In this section we derived some general expressions in a rather abstract manner. We shall
make use of these expressions in our subsequent studies.

4. Low-energy expansion in the path representation

The rotation introduced in the previous section is practically important because it is the
transformation that turns the Born expansion into a low-energy expansion, as we shall see
in this section. To describe the low-energy expansion in terms of boson operators, let us
extend the boson picture to the rotated frame.

In the boson representation, the rotation operator (3.19) takes the form

P(θ) = etan(θ/2)aa/2[cos(θ/2)](a
†a+aa†)/2etan(θ/2)a†a†/2. (4.1)

We define the boson operators in the rotated frame as

aθ ≡ P(θ)aP (−θ) a
†
θ ≡ P(θ)a†P(−θ). (4.2)
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From (3.26) and (3.3b) we have(
aθ
a

†
θ

)
=
(

cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)(
a

a†

)
. (4.3)

Obviouslyaθ anda†
θ satisfy the boson commutation relation [aθ , a

†
θ ] = 1. The operatorsJa,θ

(equation (3.17)) can be written in terms ofaθ anda†
θ as

J+,θ = − 1
2a

†
θ a

†
θ J−,θ = 1

2aθaθ J3,θ = 1
4(aθa

†
θ + a†

θ aθ ). (4.4)

We define the ket and bra representing the vacuum state in the rotated frame as

|0; θ〉 ≡ P(θ)|0〉 〈0; θ | ≡ 〈0|P(−θ). (4.5)

They satisfy

aθ |0; θ〉 = 0 〈0; θ |a†
θ = 0. (4.6)

In the original sense, the bra conjugate to the ketP(θ)|0〉 is 〈0|P(θ) (assuming thatθ is real),
and not〈0|P(−θ). By defining|0; θ〉and〈0; θ |as in (4.5), we are changing the correspondence
between the ket and the bra. This means that we are also changing the definition of the inner
product in passing to the rotated frame. The operatorsaθ anda†

θ are still the adjoint of each
other with respect to this re-defined inner product.

As shown in appendix C, we have the relations

eξ
′a†a†/2|0〉 =

(
cos

θ

2
+ ξ ′ sin

θ

2

)−1/2

eξ
′
−θ a

†
θ a

†
θ /2|0; θ〉 (4.7a)

〈0|eξaa/2 =
(

cos
θ

2
− ξ sin

θ

2

)−1/2

〈0; θ |eξθ aθ aθ /2 (4.7b)

for arbitraryθ , where

ξθ ≡ tan(θ/2) + ξ

1− ξ tan(θ/2)
ξ ′−θ ≡

− tan(θ/2) + ξ ′

1 + ξ ′ tan(θ/2)
. (4.8)

Therefore, (3.1) may be written with arbitraryθ as

Ḡ = 〈0; θ |e
ξθ aθ aθ /2U(z, x)(a + a†)U(x, x ′)(a + a†)U(x ′, z′)eξ

′
−θ a

†
θ a

†
θ /2|0; θ〉

〈0; θ |eξθ aθ aθ /2U(z, z′)eξ ′−θ a†
θ a

†
θ /2|0; θ〉

(4.9)

where

a + a† =
(

cos
θ

2
− sin

θ

2

)
aθ +

(
cos

θ

2
+ sin

θ

2

)
a

†
θ . (4.10)

The evolution equation (3.16) is written in terms ofaθ anda†
θ as

∂

∂x
U(x, x0) = 1

2

[
dXθ
dx

(a
†
θ aθ + aθa

†
θ ) +

dYθ
dx

(aθaθ − a†
θ a

†
θ )

]
U(x, x0)

=
[

1

2

dXθ
dx

+
dXθ
dx

a
†
θ aθ +

1

2

dYθ
dx

(aθaθ − a†
θ a

†
θ )

]
U(x, x0). (4.11)

By the same reason as explained with respect to equations (1.26) and (1.27), the term1
2

dXθ
dx in

the last expression of (4.11) can be dropped; expression (4.9) is not affected by the omission
of this term. So we use, instead of (4.11),

∂

∂x
U(x, x0) =

[
dXθ
dx

a
†
θ aθ +

1

2

dYθ
dx

(aθaθ − a†
θ a

†
θ )

]
U(x, x0). (4.12)
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The first term in the parentheses on the right-hand side describes the free propagation of
the aθ boson. We can see that the free propagator connecting the pointsx1 and x2 is
exp[Xθ(x2) − Xθ(x1)]. The remaining terms, which describe the pair creation and pair
annihilation ofaθ bosons, are the interaction terms. The coupling constant of interaction
is 1

2
dYθ
dx for pair creation, and− 1

2
dYθ
dx for pair annihilation.

Let us setθ = ±π/2 in the above expressions. We use the following shorthand notation:

ã± ≡ a±π/2 ã
†
± ≡ a†

±π/2 ξ± ≡ ξ±π/2 ξ ′± ≡ ξ ′±π/2. (4.13)

From (3.14) and (3.15a) we find

X±π/2(x) = ± 1
2V (x) Y±π/2(x) = ∓ikx (4.14)

and so the evolution equation (4.12) withθ = ±π/2 reads

∂

∂x
U(x, x0) = 1

2

[
±dV (x)

dx
ã

†
±ã± ∓ ik(ã±ã± − ã†

±ã
†
±)
]
U(x, x0). (4.15)

From (4.15) we can see that the coupling constant of interaction is ik/2, apart from a sign. In
other words, the expansion in terms of the interaction gives an expansion in terms ofk, or

√
E.

Thus, by working withθ = ±π/2, we can obtain a low-energy expansion. Settingθ = ±π/2
in (4.9), we have

Ḡ = 2
〈0;π/2|eξ+ã+ã+/2U(z, x)ã

†
+U(x, x

′)ã†
+U(x

′, z′)eξ
′
−ã

†
+ã

†
+/2|0;π/2〉

〈0;π/2|eξ+ã+ã+/2U(z, z′)eξ ′−ã
†
+ã

†
+/2|0;π/2〉

(4.16a)

= 2
〈0;−π/2|eξ−ã−ã−/2U(z, x)ã−U(x, x ′)ã−U(x ′, z′)eξ ′+ã†

−ã
†
−/2|0;−π/2〉

〈0;−π/2|eξ−ã−ã−/2U(z, z′)eξ ′+ã†
−ã

†
−/2|0;−π/2〉

.

(4.16b)

These expressions have almost the same structure as the expression forθ = 0 given by
equation (3.1). The only difference is that the operatora + a† has been replaced by

√
2ã†

+ or√
2ã−.

In section 1 we derived the boson representation from the representation in terms of paths.
Now we may reverse this procedure; the description of the scattering process in terms of theã±
boson can be put back to a description in terms of paths. The free propagator of theã± boson,
e±[V (x2)−V (x1)]/2, is represented by a line connecting the pointsx2 andx1. The pair creation
or annihilation ofã± bosons corresponds to the turning point of the path, and a scattering
factor±ik is assigned to each turning point. (Taking account of the symmetry factor, we need
to multiply by 2 the coefficient12ik in (4.15).) There is also the scattering described by the

operators eξ±ã±ã±/2 and eξ
′
∓ã

†
±ã

†
±/2 in (4.16). This gives a factorξ± andξ ′∓ at the pointsz andz′,

respectively. In summary, we obtain̄G as the sum of diagrams (paths) with the rules shown
in figure 6. Since the operator assigned to the endpoints of a path is now

√
2ã†

+ or
√

2ã−, the
line at the endpoints sets out to the right forθ = +π/2, and to the left forθ = −π/2. The two
factors

√
2 bring forth an overall factor 2, as in equations (4.16). This diagrammatic expansion

gives an expansion in powers ofk.
Let us calculate the first few terms of expansion. We work withθ = +π/2, and use

expression (4.16a). (It is easy to see that the same result is obtained withθ = −π/2.) The
propagator is expanded in powers ofk as

Ḡ = g0 + kg1 + k2g2 + · · · . (4.17)

Figure 7 shows the diagrams contributing to the zeroth-order termg0. These are the paths that
have no turning points except atz andz′. (The rules for interpreting the diagrams are given by
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Figure 6. Diagrammatic rules in the frame with angle
θ = ±π/2.

Figure 7. Diagrammatic representation ofg0.

figure 6 with the upper sign. As explained above, there is an overall factor 2.) These diagrams
sum up to

g0 = 2ξ+e[V (z)−V (x)]/2e[V (z)−V (x ′)]/2

×[1 + ξ+ξ
′
−eV (z)−V (z

′) + (ξ+ξ
′
−eV (z)−V (z

′))2 + (ξ+ξ
′
−eV (z)−V (z

′))3 + · · ·]

= 2ξ+e[2V (z)−V (x)−V (x ′)]/2

1− eV (z)−V (z′)ξ+ξ
′−
= −2e−[V (x)+V (x ′)]/2

e−V (z)ξ− + e−V (z′)ξ ′−
(4.18)

where we have usedξ+ = −1/ξ−. If we define

ξ̂± ≡ e±V (z)ξ± ξ̂ ′± ≡ e±V (z
′)ξ ′± (4.19)

then (4.18) becomes

g0 = 2e−[V (x)+V (x ′)]/2 −1

ξ̂− + ξ̂ ′−
. (4.20)

The terms of orderk can be calculated in the same way. The diagrams contributing to
g1 are shown in figure 8. Here we have defined the ‘renormalized’ propagator as in figure 9,
which amounts to

e[V (x2)−V (x1)]/2[1 + ξ+ξ
′
−eV (z)−V (z

′) + (ξ+ξ
′
−eV (z)−V (z

′))2 + · · ·]

= e[V (x2)−V (x1)]/2

1− eV (z)−V (z′)ξ+ξ
′−
. (4.21)

Using (4.21), we can calculate the contribution from the upper-left diagram of figure 8 as

−2ik
∫ z

x

(
e[V (y)−V (x ′)]/2

1− eV (z)−V (z′)ξ+ξ
′−

)(
e[V (y)−V (x)]/2

1− eV (z)−V (z′)ξ+ξ
′−

)
dy
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Figure 8. The diagrams contributing tog1. The heavy line is defined in figure 9.

= − 2ike−[V (x)+V (x ′)]/2

(
1

ξ̂− + ξ̂ ′−

)2

ξ̂2
−

∫ z

x

eV (y)dy (4.22)

where the diagram has been integrated over the position of the turning point in the region
(x, z). Similarly, the upper-right diagram amounts to

2ikξ2
+

∫ z

x

e[V (z)−V (x ′)]/2
(

e[V (z)−V (y)]/2

1− eV (z)−V (z′)ξ+ξ
′−

)2

e[V (z)−V (x)]/2dy

= 2ike−[V (x)+V (x ′)]/2

(
1

ξ̂− + ξ̂ ′−

)2 ∫ z

x

e−V (y)dy. (4.23)

We can evaluate all the six diagrams of figure 8 in this way. Summing them up we obtain

g1 = 2ie−[V (x)+V (x ′)]/2

(
1

ξ̂− + ξ̂ ′−

)2

×
[ ∫ z

z′
e−V (y)dy − (ξ̂ ′−)2

∫ x ′

z′
eV (y)dy + ξ̂−ξ̂ ′−

∫ x

x ′
eV (y)dy − ξ̂2

−

∫ z

x

eV (y)dy

]
.

(4.24)

We can go on in this way and calculateg2, g3, etc. However, this procedure becomes
more complicated for higher-order terms. Although this representation in terms of paths is
instructive, it is not particularly convenient for the practical calculation of these expansion
coefficients. To calculate these coefficients in a systematic way, we introduce in the next
section a different representation of the scattering process, which makes use of a different kind
of boson operators.

5. Tree representation: another boson picture

Figure 10(a) shows a typical path contributing to the left reflection coefficientRl for a certain
interval (see equation (2.5c)). We may notice that this path can be represented by the ‘tree’
shown in figure 10(b). The correspondence between the path and the tree is illustrated in
figure 11. As in this example, every path contributing toRl can be uniquely represented by a
tree, with the rules given by figure 11. This motivates us to introduce another kind of boson
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Figure 9. Definition of the ’renormalized’ propagator (equation (4.21)).

Figure 10. (a) A path contributing to the left reflection
coefficientRl . (b) The tree corresponding to the above
path.

Figure 11. The correspondence between the path and the
tree.

operator for describing the scattering process; we interpret the tree in figure 10(b) as made up
of propagation lines of this boson.

Letb andb† denote the annihilation and creation operators of this new boson. They satisfy
the commutation relation

[b, b†] = 1. (5.1)

Recall that the operatorsJ± are represented asJ+ = −a†a†/2 andJ− = aa/2 in terms of
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a anda† (see equations (3.3a)). It can be seen from figure 11 that the pair annihilation of
a-bosons corresponds to the annihilation of a singleb-boson, and that the pair creation of
a-bosons corresponds to the splitting of ab-boson in two. So we can guess that it would be
possible to representJ+ andJ− by the operators−b†b†b andb, respectively. The operator
J3 should describe the free propagation of theb-boson, and so it would have the formb†b.
Indeed, if we write

J+ = −b†b†b J− = b J3 = b†b (5.2)

we can easily see that these operators satisfy the commutation relations (3.5a), provided that
b andb† satisfy (5.1).

However, (5.2) is not sufficient for describing general scattering processes. Let us consider
the diagram shown in figure 12(a). This is a typical path contributing to the transmission
coefficientτ for a certain interval (equation (2.5a)). Such a path cannot be represented by
a single tree as in figure 10(b). Instead, it can be represented by a group of trees, as shown
in figure 12(b). From figure 12 it is obvious that the operatorJ+ must now include the
creation term of a singleb-boson. Namely, the first equation of (5.2) should be replaced by
J+ = −b†b†b−b†. In accordance with this, the operatorJ3 should be modified toJ3 = b†b+ 1

2,
in order to satisfy the commutation relations (3.5a). Thus, to represent the scattering process
corresponding to the path in figure 12(a), we have to adopt

J+ = −b†b†b − b† J− = b J3 = b†b + 1
2 . (5.3)

In order to give a general description of scattering processes, (5.2) and (5.3) must be
unified. That is to say, we must find a generalized expression that includes both (5.2) and (5.3)
as special cases. This can be achieved by introducing fermion operators. Letc andc† be
fermion annihilation and creation operators, satisfying

c2 = (c†)2 = 0 {c, c†} = cc† + c†c = 1. (5.4)

(These operators commute with the boson operatorsb andb†.) Using these fermion operators,
we can put (5.2) and (5.3) together as

J+ = −b†b†b − b†c†c J− = b J3 = b†b + 1
2c

†c. (5.5)

The expressions (5.2) and (5.3) are recovered by restricting (5.5) to eigenstates of the fermion
number operatorc†c, with eigenvalue 0 and 1, respectively. Now the creation term of a single
b-boson inJ+ (the first equation of (5.3)) is re-interpreted as the emission of ab-boson from a
c-fermion. The path in figure 12(a) is represented by a tree as in figure 12(c), with a fermion
line as the trunk.

It is rather trivial to see that (5.5) satisfies (3.5a). The real merit of introducing the fermion
is that it enables us to construct a representation of the superalgebra (3.4). As we saw before,
Q+ andQ− describe the endpoints of a path. From the correspondence between the path and
the tree, it is obvious thatQ± should include either creation or annihilation of a fermion. So
they would be expressed asQ+ = A1c+A2c

† andQ− = A3c+A4c
†, whereAi (i = 1, 2, 3, 4)

are functions of the operatorsb andb†. It is not difficult to findAi such thatQ+ andQ− satisfy
the relations (3.4) together with the operators (5.5). The answer is

Q+ = b†c + b†bc† Q− = c + bc†. (5.6)

We can easily check that (5.5) and (5.6) satisfy (3.4).
There is another way of representing a path by a tree. For example, look at figure 13(a).

This is a typical path contributing to the right reflection coefficientRr (equation (2.5b)). It
is more natural to represent such a path by a tree that grows in the opposite direction, as in
figure 13(b). In other words, it is more natural to use

J+ = −b† J− = b†bb + bc†c J3 = b†b + 1
2c

†c (5.7)
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Figure 12. (a) A path contributing to the transmission
coefficientτ . (b) Tree representation of the above path.
(c) Re-interpretation of (b). The broken line is the
propagation line of the fermion.

Figure 13. (a) A path contributing to the right reflection
coefficientRr . (b) Representation of the above path in
terms of a tree that grows to the left.

rather than (5.5). The operatorsQ± that satisfy (3.4) with (5.7) can be found as

Q+ = c† + b†c Q− = bc† + b†bc. (5.8)

Thus, we have two different ways of realizing the superalgebra (3.4) in terms ofb, b†, c,
andc†. We use the superscriptsL andR to distinguish one from the other; we write

JL+ = −b†b†b − b†c†c JL− = b JL3 = b†b + 1
2c

†c

QL
+ = b†c + b†bc† QL

− = c + bc† (5.9a)

and
JR+ = −b† JR− = b†bb + bc†c JR3 = b†b + 1

2c
†c

QR
+ = c† + b†c QR

− = bc† + b†bc.
(5.9b)

Both {JL3 , J L± ,QL
±} and{JR3 , J R± ,QR

±} satisfy relations (3.4).

6. Propagator in the tree representation

Let us define|0〉 to be the vacuum state satisfyingb|0〉 = 0 andc|0〉 = 0. (Although we are
using the same notation as the vacuum of thea-boson, there would be no danger of confusion.)
The Fock space generated by applyingb† andc† to |0〉 is the representation space on which
the operators (5.9) act. We define the bra conjugate to a ket as usual. In particular,〈0| satisfies
〈0|b† = 0 and〈0|c† = 0. Using the bra and the ket, the ordinary inner product in the Fock
space is expressed as〈9|8〉. We assume that the vacuum state is normalized as〈0|0〉 = 1.

We wish to write the expression (3.11) in our new representation (5.9). To do so, we have
to define an inner product(9,8). Now it is not appropriate to adopt(9,8) = 〈9|8〉, since
this inner product does not satisfy the requirement (3.8) with eitherQL

± orQR
±.

Let us notice that the operatorsJR,QR andJL,QL are related by

MQR
± = QL

±M MJRa = JLa M (a = 1, 2, 3,±) (6.1)

where

M ≡ 0(b†b + c†c). (6.2)
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Here0 denotes the gamma function. This operatorM is diagonal in the number states.
Definition (6.2) means

M(c†)m(b†)n|0〉 = (n +m− 1)!(c†)m(b†)n|0〉 (6.3)

and therefore

〈0|bn′cm′M(c†)m(b†)n|0〉 = (n +m− 1)!n!δmm′δnn′ (m = 0 or 1). (6.4)

Relations (6.1) can be readily verified by comparing the matrix elements of both sides in the
number states.

Using the operatorM, we define

(9,8) ≡ 〈9|M|8〉. (6.5)

From (5.9) we find thatQL
± is the adjoint ofQR

∓ in the usual sense (that is, adjoint with respect
to the ordinary inner product in the Fock space). Hence we can see that the inner product (6.5)
satisfies (3.8). Indeed, we have

(9,QR
±8) = 〈9|MQR

±|8〉 = 〈9|QL
±M|8〉 = (QR

∓9,8). (6.6)

As can be seen from (6.6), with this inner product the operatorsQR
± play the the role ofQ±

in (3.8).
There is a subtle point here. Since the gamma function has a pole at the origin, the operator

M produces an infinity when applied to the vacuum state. In other words, equation (6.3) is
not well defined forn = m = 0. This difficulty can be circumvented as follows. We remark
that (5.9) can be generalized to the form

JL+ = −b†b†b − b†(c†c + ν) JL− = b JL3 = b†b + 1
2(c

†c + ν)
QL

+ = b†c + (b†b + ν)c† QL
− = c + bc† (6.7a)

and

JR+ = −b† JR− = b†bb + b(c†c + ν) JR3 = b†b + 1
2(c

†c + ν)
QR

+ = c† + b†c QR
− = bc† + (b†b + ν)c

(6.7b)

whereν is an arbitrary parameter. We can easily see that these operators still satisfy (3.4) for
arbitraryν. Relations (6.1) remain satisfied if we modify the operatorM to

M = 0(b†b + c†c + ν)

0(ν + 1)
. (6.8)

Using the formula0(x)/0(x + 1) = 1/x, we find

M|0〉 = 1

ν
|0〉. (6.9)

WheneverM|0〉 or 〈0|M appears in calculation, we should use (6.7) and (6.8) with finiteν, and
then take the limitν → 0. For example, although the expressionJL3 M|0〉 is not well defined
with (5.9) and (6.2), we can calculate it with (6.7) and (6.8) as

JL3 M|0〉 =
1

ν
JL3 |0〉 =

1

ν

ν

2
|0〉 = 1

2
|0〉. (6.10)

Unless the ill-defined expressions appear, we can use (5.9) and (6.2) rather than (6.7) and (6.8).
(As a matter of fact, we do not need (6.7) and (6.8) any more in this paper, now that we have
derived (6.10).)

Writing (3.12) with the specific operatorsJLa andJRa given by (5.9), we define the evolution
operatorsUL andUR by

∂

∂x
UL,R(x, x0) = [2ikJL,R3 − 2f (x)JL,R1 ]UL,R(x, x0) (6.11)
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with the initial conditionUL,R(x = x0) = 1. From (6.1) it is obvious that

MUR = ULM. (6.12)

Now we are ready to write (3.11) in our present representation. The lowest state90

satisfyingQR
−90 = 0 is the vacuum state|0〉. Using the inner product (6.5), we can write

Ḡ = 〈0|MeξJ
R
−UR(z, x)(QR

+ +QR
−)U

R(x, x ′)(QR
+ +QR

−)U
R(x ′, z′)e−ξ

′JR+ |0〉
2〈0|MeξJ

R−UR(z, z′)e−ξ ′JR+ JR3 |0〉

= 〈0|e
ξJL−UL(z, x)(QL

+ +QL
−)U

L(x, x ′)(QL
+ +QL

−)U
L(x ′, z′)−ξ

′JL+ M|0〉
2〈0|eξJL−UL(z, z′)e−ξ ′JL+ JL3 M|0〉

(6.13)

where we have used (6.1) and (6.12) to derive the second line. The quantity in the denominators
of the expressions (6.13) turns out to be unity, as we shall now see. From (5.9a) and
b|0〉 = c|0〉 = 0 it follows that

JL± |0〉 = 0 JL3 |0〉 = 0. (6.14)

In view of (6.14) and (6.11), it is obvious thatUL does not affect|0〉:
UL|0〉 = |0〉. (6.15)

So, using (6.10), (6.14) and (6.15) we find

2〈0|eξJL−UL(z, z′)e−ξ
′JL+ JL3 M|0〉 = 〈0|eξJ

L
−UL(z, z′)e−ξ

′JL+ |0〉
= 〈0|eξJL−UL(z, z′)|0〉 = 〈0|eξJL− |0〉 = 〈0|0〉 = 1. (6.16)

Consequently, (6.13) takes the simple form

Ḡ = 〈0|MeξJ
R
−UR(z, x)(QR

+ +QR
−)U

R(x, x ′)(QR
+ +QR

−)U
R(x ′, z′)e−ξ

′JR+ |0〉
= 〈0|eξJL−UL(z, x)(QL

+ +QL
−)U

L(x, x ′)(QL
+ +QL

−)U
L(x ′, z′)e−ξ

′JL+ M|0〉.
(6.17)

By using (6.1) and (6.12), we may move the operatorM to anywhere in the middle of the
expression; for example,

Ḡ = 〈0|eξJL−UL(z, x)(QL
+ +QL

−)MU
R(x, x ′)(QR

+ +QR
−)U

R(x ′, z′)e−ξ
′JR+ |0〉

= 〈0|eξJL−UL(z, x)(QL
+ +QL

−)U
L(x, x ′)M(QR

+ +QR
−)U

R(x ′, z′)e−ξ
′JR+ |0〉.

(6.18)

The expressions (6.18) are more convenient than (6.17) as they do not includeM|0〉 or 〈0|M,
which requires a special care. We shall use the last expression of (6.18) for our further analysis.

We define

|η′〉 ≡ eη
′b†|0〉 〈η| ≡ 〈0|eηb (6.19)

whereη andη′ are arbitrary complex numbers. (It would be more appropriate to write〈η∗|
instead of〈η|here, since it is the bra conjugate to the ket|η∗〉. However, we omit the asterisk just
for simplicity.) The states defined by (6.19) are the coherent states, which have the properties

b|η′〉 = η′|η′〉 〈η|b† = η〈η| b†|η′〉 = ∂

∂η′
|η′〉 〈η|b = ∂

∂η
〈η|. (6.20)

SinceJL− = b andJR+ = −b†, we can write (6.18) in terms of the coherent states as

Ḡ = 〈ξ |UL(z, x)(QL
+ +QL

−)U
L(x, x ′)M(QR

+ +QR
−)U

R(x ′, z′)|ξ ′〉. (6.21)
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Let us also remark that the scattering coefficients have simple forms in this representation.
From (3.2), (6.18)and (5.9) we have

τ(x2, x1) = 〈0|cUR(x2, x1)c
†|0〉 = 〈0|cUL(x2, x1)c

†|0〉
Rr(x2, x1) = 〈0|bUR(x2, x1)|0〉 Rl(x2, x1) = 〈0|UL(x2, x1)b

†|0〉. (6.22)

These expressions indeed agree with the graphical interpretation shown in figures 12(c),
13(b) and 10(b).

7. Low-energy expansion of the propagator

This new boson representation turns out to be extremely useful in studying the low-energy
behaviour of the propagator. The expansion coefficientsgi of (4.17) can be systematically
calculated by using this representation, as we show in this section.

Let us consider the rotation introduced in section 3. The rotation operator is given by the
general expression (3.19). Since we are now dealing with two sets of operatorsJa (namely,
JLa andJRa ), we need to consider the corresponding two rotation operatorsPL(θ) andPR(θ)
defined by

PL,R(θ) = etan(θ/2)JL,R− [cos(θ/2)]2JL,R3 e− tan(θ/2)JL,R+ . (7.1)

Correspondingly, we define the two sets of boson and fermion operators{bLθ , b†L
θ , c

L
θ , c

†L
θ } and

{bRθ , b†R
θ , c

R
θ , c

†R
θ } as

b
L,R
θ ≡ PL,R(θ)bPL,R(−θ) b

†L,R
θ ≡ PL,R(θ)b†PL,R(−θ)

c
L,R
θ ≡ PL,R(θ)cPL,R(−θ) c

†L,R
θ ≡ PL,R(θ)c†PL,R(−θ). (7.2)

We also have two sets ofJ andQ operators with angleθ ,

J
L,R
a,θ ≡ PL,R(θ)JL,Ra P L,R(−θ) Q

L,R
±,θ ≡ PL,R(θ)QL,R

± PL,R(−θ). (7.3)

The operators (7.3) satisfy the same relations as (3.15b) and (3.26):(
J
L,R
3,θ

J
L,R
1,θ

)
=
(

cosθ sinθ
− sinθ cosθ

)(
J
L,R
3

J
L,R
1

)
(7.4a)(

Q
L,R
+,θ

Q
L,R
−,θ

)
=
(

cos(θ/2) sin(θ/2)
− sin(θ/2) cos(θ/2)

)(
Q
L,R
+

Q
L,R
−

)
(7.4b)

The boson and fermion operators (7.2) have more complicated forms. As shown in appendix D,
we have

bLθ = [cos(θ/2)− sin(θ/2)b†]2b − sin(θ/2)[cos(θ/2)− sin(θ/2)b†]c†c

b
†L
θ =

sin(θ/2) + cos(θ/2)b†

cos(θ/2)− sin(θ/2)b†

cLθ = [cos(θ/2)− sin(θ/2)b†]c c
†L
θ =

c†

cos(θ/2)− sin(θ/2)b†

(7.5a)

and

bRθ =
− sin(θ/2) + cos(θ/2)b

cos(θ/2) + sin(θ/2)b
b

†R
θ = b†[cos(θ/2) + sin(θ/2)b]2 + sin(θ/2)[cos(θ/2) + sin(θ/2)b]c†c

cRθ =
c

cos(θ/2) + sin(θ/2)b
c

†R
θ = [cos(θ/2) + sin(θ/2)b]c†.

(7.5b)
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This is a highly nonlinear transformation, in contrast to the simple relation (4.3) for thea-boson.
Here the fraction of operators is to be understood as an infinite series; for example,

1

cos(θ/2)− sin(θ/2)b†
= 1

cos(θ/2)

∞∑
n=0

[tan(θ/2)b†]n. (7.6)

We define the vacuum ket and bra in the rotated frame as

|0; θ〉 ≡ PR(θ)|0〉 〈0; θ | ≡ 〈0|PL(−θ). (7.7)

They satisfy

bRθ |0; θ〉 = cRθ |0; θ〉 = 0 〈0; θ |b†L
θ = 〈0; θ |c†L

θ = 0. (7.8)

Corresponding to (6.19), we define

|η′; θ〉 ≡ eη
′b†R
θ |0; θ〉 〈η; θ | ≡ |0; θ |eηbLθ . (7.9)

These states are the coherent states in the frame with angleθ . In fact, they are also coherent
states in the original unrotated frame; we can show that, for arbitraryθ ,

eξ
′b†|0〉 = eξ

′
−θ b

†R
θ |0; θ〉 〈0|eξb = 〈0; θ |eξθ bLθ (7.10)

whereξθ andξ ′−θ are defined by (4.8). The derivation of (7.10) is the same as that of (4.7),
and it is given in appendix C. With the definitions (6.19) and (7.9), equations (7.10) read

|ξ ′〉 = |ξ ′−θ ; θ〉 〈ξ | = 〈ξθ ; θ |. (7.11)

Thus we find that a coherent state in one frame is also a coherent state in any other frame.
Using (7.11), we can rewrite (6.21) as

Ḡ = 〈ξθ ; θ |UL(z, x)(QL
+ +QL

−)U
L(x, x ′)M(QR

+ +QR
−)U

R(x ′, z′)|ξ ′−θ ; θ〉 (7.12)

or, more generally,

Ḡ = 〈ξθ ; θ |UL(z, x)(QL
+ +QL

−)U
L(x, x ′)M(QR

+ +QR
−)U

R(x ′, z′)|ξ ′−θ ′ ; θ ′〉 (7.13)

where bothθ andθ ′ are arbitrary.
As in section 4, we can obtain the expansion in terms ofk by working in the frame with

angle±π/2. Before going on, let us make some definitions in order to simplify the notation.
We write

b̃L ≡ bL−π/2 b̃†L ≡ b†L
−π/2 c̃L ≡ cL−π/2 c̃†L ≡ c†L

−π/2 (7.14a)

b̃R ≡ bR+π/2 b̃†R ≡ b†R
+π/2 c̃R ≡ cR+π/2 c̃†R ≡ c†R

+π/2. (7.14b)

It is obvious that transformation (7.2) preserves the boson and fermion commutation relations.
So we have

[b̃L, b̃†L] = 1 [b̃R, b̃†R] = 1 (7.15a)

{c̃L, c̃†L} = 1 {c̃R, c̃†R} = 1 (7.15b)

(c̃L)2 = (c̃†L)2 = 0 (c̃R)2 = (c̃†R)2 = 0. (7.15c)

The operators̃bL andb̃†L commute withc̃L andc̃†L. Similarly, b̃R andb̃†R commute withc̃R

andc̃†R.
We also use the notation

J̃ L± ≡ JL±,−π/2 J̃ L3 ≡ JL3,−π/2 Q̃L
± ≡ QL

±,−π/2 (7.16a)

J̃ R± ≡ −JR∓,+π/2 J̃ R3 ≡ −JR3,+π/2 Q̃R
± ≡ ∓QR

∓,+π/2. (7.16b)
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These operators are expressed in terms of the boson and fermion operators (7.14) as

J̃ L+ = −b̃†Lb̃†Lb̃L − b̃†Lc̃†Lc̃L J̃ L− = b̃L J̃ L3 = b̃†Lb̃L + 1
2 c̃

†Lc̃L

Q̃L
+ = b̃†Lc̃L + b̃†Lb̃Lc̃†L Q̃L

− = c̃L + b̃Lc̃†L (7.17a)

and

J̃ R+ = −b̃†Rb̃Rb̃R − b̃Rc̃†Rc̃R J̃ R− = b̃†R J̃ R3 = −b̃†Rb̃R − 1
2 c̃

†Rc̃R

Q̃R
+ = −b̃Rc̃†R − b̃†Rb̃Rc̃R Q̃R

− = c̃†R + b̃†Rc̃R.
(7.17b)

Equations (7.17a) have exactly the same form as (5.9a), but equations (7.17b) are different
from (5.9b) on account of the definition of signs in (7.16b). We have defined̃JR andQ̃R this
way, so thatJ̃ L, Q̃L andJ̃ R, Q̃R may satisfy

MQ̃R
± = Q̃L

±M MJ̃Ra = J̃ La M (7.18)

just like (6.1). (The relations (7.18) can be verified using (6.1), (7.4) and (7.16).) Obviously,
J̃ L3 , J̃ L± , andQ̃L

± satisfy the same relations as (3.4). It is easy to see thatJ̃ R3 , J̃ R± , andQ̃R
±, too,

satisfy (3.4); namely, the relations (3.4) hold withJ ,Q replaced by either̃JL, Q̃L or J̃ R, Q̃R.
Let us also define

|η′;R〉 ≡ |η′;+π/2〉 〈η;L| ≡ 〈η;−π/2| (7.19)

where the right-hand sides are the coherent states (7.9) withθ = ±π/2. From the definition
of the coherent states it is obvious that

b̃R|η′;R〉 = η′|η′;R〉 〈η;L|b̃†L = η〈η;L| (7.20a)

b̃†R|η′;R〉 = ∂

∂η′
|η′;R〉 〈η;L|b̃L = ∂

∂η
〈η;L|. (7.20b)

Note that these states also satisfy

c̃R|η′;R〉 = 0 〈η;L|c̃†L = 0. (7.21)

From (7.11) and (4.8) it follows that

|η′;R〉 = |ζ ′〉 〈η;L| = 〈ζ | (7.22)

whereζ ≡ (1 +η)/(1− η), ζ ′ ≡ (1 +η′)/(1− η′).
Now let us return to (7.13). To obtain an expansion in terms ofk, we setθ = −π/2

andθ ′ = +π/2. (This choice of signs makes the resulting expression most simple.) Setting
θ = −π/2 andθ ′ = +π/2 in equation (7.13), and using the relation

QL,R
+ +QL,R

− =
√

2Q̃L,R
− (7.23)

which follows from (7.4b), we have

Ḡ = 2〈ξ−;L|UL(z, x)Q̃L
−U

L(x, x ′)MQ̃R
−U

R(x ′, z′)|ξ ′−;R〉. (7.24)

(Recall definition (4.13) forξ− andξ ′−.)
The evolution operatorsUL andUR satisfy equation (3.16) (withU and J replaced

by UL,R andJL,R) with arbitraryθ . We useθ = −π/2 for UL, andθ = +π/2 for UR.
Substituting (4.14) into (3.16), and using the notation (7.16), we have

∂

∂x
UL,R(x, x0) =

[
−dV

dx
J̃
L,R
3 + ik(J̃ L,R+ + J̃ L,R− )

]
UL,R(x, x0). (7.25)

The term− dV
dx J̃

L,R
3 in (7.25) describes the free propagation of theb̃L,R boson and thẽcL,R

fermion. SinceJ̃ L3 = b̃†Lb̃L + 1
2 c̃

†Lc̃L, we can see that the free propagators of theb̃L boson
and thẽcL fermion connecting the pointsx1 andx2 have the values, respectively, e−[V (x2)−V (x1)]
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Figure 14. Diagrammatic representation of propagators
of: (a) b̃L boson and̃cL fermion; (b) b̃R boson and̃cR

fermion.

Figure 15. The interaction vertices: (a) ikJ̃ L+ and ikJ̃ L− ,
(b) ikJ̃ R+ and ikJ̃ R− .

and e−[V (x2)−V (x1)]/2 (figure 14(a)). Similarly, the free propagators of theb̃R boson and thẽcR

fermion are eV (x2)−V (x1) and e[V (x2)−V (x1)]/2, respectively (figure 14(b)). The operatorsJ̃ L,R±
are treated as the interaction, with the coupling constant ik. The interaction vertices, which
can be read off from (7.17), are shown in figure 15.

Now we move to the interaction picture, as explained in section 3. The evolution operators
in the interaction picture are defined by (3.20). We write

ŨL
I (x2, x1) ≡ UL

I (x2, x1,−π/2) = eV (x2)J̃
L
3 UL(x2, x1)e

−V (x1)J̃
L
3 (7.26a)

ŨR
I (x2, x1) ≡ UR

I (x2, x1,+π/2) = eV (x2)J̃
R
3 UR(x2, x1)e

−V (x1)J̃
R
3 . (7.26b)

Settingθ = ±π/2 in (3.23), and substituting (4.14), we obtain

∂

∂x
Ũ
L,R
I (x, x0) = ik(eV (x)J̃ L,R+ + e−V (x)J̃ L,R− )Ũ

L,R
I (x, x0). (7.27)

This differential equation, with the initial conditioñUL,R
I (x = x0) = 1, is equivalent to the

integral equation

Ũ
L,R
I (x, x0) = 1 + ik

∫ x

x0

dy(eV (y)J̃ L,R+ + e−V (y)J̃ L,R− )Ũ
L,R
I (y, x0). (7.28)

From (7.28) we can obtain the expansion ofŨ
L,R
I in powers ofk. Let us introduce the notation

[s1, s2, . . . , sn]
x2
x1
≡
∫
· · ·
∫
x16y16y26···6yn6x2

dy1 · · ·dyn exp

[ n∑
i=1

siV (yi)

]
. (7.29)

Solving equation (7.28) by iteration, we obtain

Ũ
L,R
I (x2, x1) =

∞∑
n=0

(ik)n
∑
{si=±1}

[s1, . . . , sn]
x2
x1
J̃ L,Rsn
· · · J̃ L,Rs1

(7.30)

whereJ̃ L,Rsi
meansJ̃ L,R± for si = ±1. (Note thatJ̃ L,Rsi

with si = +1 is notJ̃ L,R1 .)

We rewrite (7.24) in terms of̃UL,R
I as

Ḡ = 2〈ξ−;L|e−V (z)J̃ L3 ŨL
I (z, x)e

V (x)J̃ L3 Q̃L
−e−V (x)J̃

L
3

×ŨL
I (x, x

′)MeV (x
′)J̃ R3 Q̃R

−e−V (x
′)J̃ R3 ŨR

I (x
′, z′)eV (z

′)J̃ R3 |ξ ′−;R〉 (7.31)
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where we have also used (7.18). From (3.27) it follows that

eV (x)J̃
L
3 Q̃L
−e−V (x)J̃

L
3 = e−V (x)/2Q̃L

− (7.32a)

eV (x
′)J̃ R3 Q̃R

−e−V (x
′)J̃ R3 = e−V (x

′)/2Q̃R
−. (7.32b)

For arbitrary complex numbersα andα′, the coherent states satisfy

eα
′b̃†Rb̃R |η′;R〉 = |eα′η′;R〉 〈η;L|eαb̃†Lb̃L = 〈eαη;L|. (7.33)

Hence we have

eV (z
′)J̃ R3 |ξ ′−;R〉 = |ξ̂ ′−;R〉 〈ξ−;L|e−V (z)J̃ L3 = 〈ξ̂−;L| (7.34)

where we have used definition (4.19). Inserting (7.32) and (7.34) into (7.31) gives

Ḡ = 2e−[V (x)+V (x ′)]/2〈ξ̂−;L|ŨL
I (z, x)Q̃

L
−Ũ

L
I (x, x

′)MQ̃R
−Ũ

R
I (x

′, z′)|ξ̂ ′−;R〉. (7.35)

We substitute into (7.35) the expressions (7.17) forQ̃
L,R
− . Since the operators̃UL,R

I do
not create or annihilate fermions, from (7.21) it follows that〈ξ̂−;L|ŨL

I c̃
†L = 0 and

c̃RŨR
I |ξ̂ ′−;R〉 = 0. Therefore, we obtain

Ḡ = 2e−[V (x)+V (x ′)]/2〈ξ̂−;L|ŨL
I (z, x)c̃

LŨL
I (x, x

′)Mc̃†RŨR
I (x

′, z′)|ξ̂ ′−;R〉. (7.36)

Substituting (7.30) into (7.36) yields the expansion of the propagator in powers ofk as

Ḡ = 2e−[V (x)+V (x ′)]/2

×
∞∑

n1,n2,n3=0

∑
{si ,s ′i ,s ′′i =±1}

(ik)n1+n2+n3C(s1, . . . , sn1; s ′1, . . . , s ′n2
; s ′′1, . . . , s ′′n3

)

×[s1, . . . , sn1]
x ′
z′ [s
′
1, . . . , s

′
n2

]xx ′ [s
′′
1, . . . , s

′′
n3

]zx (7.37)

where

C(s1, . . . , sn1; s ′1, . . . , s ′n2
; s ′′1, . . . , s ′′n3

)

≡ 〈ξ̂−;L|J̃ Ls ′′n3
· · · J̃ Ls ′′1 c̃

LJ̃ Ls ′n2
· · · J̃ Ls ′1Mc̃

†RJ̃ Rsn1
· · · J̃ Rs1 |ξ̂ ′−;R〉. (7.38a)

By using (7.18), we can also write

C(s1, . . . , sn1; s ′1, . . . , s ′n2
; s ′′1, . . . , s ′′n3

)

≡ 〈ξ̂−;L|J̃ Ls ′′n3
· · · J̃ Ls ′′1 c̃

LMJ̃Rs ′n2
· · · J̃ Rs ′1 c̃

†RJ̃ Rsn1
· · · J̃ Rs1 |ξ̂ ′−;R〉. (7.38b)

We shall see in the next section how to calculate the coefficientsC defined by (7.38).

8. Calculation of the expansion coefficients

Since the operator̃JL,R± does not change the number of fermions, we can divide it into sectors
with a fixed fermion number. Namely, we can write

J̃ L± = J̃ (0)L± c̃Lc̃†L + J̃ (1)L± c̃†Lc̃L (8.1a)

J̃ R± = J̃ (0)R± c̃Rc̃†R + J̃ (1)R± c̃†Rc̃R (8.1b)

with

J̃
(j)L
+ ≡ −b̃†Lb̃†Lb̃L − j b̃†L J̃

(j)L
− ≡ b̃L (8.2a)

J̃
(j)R
+ ≡ −b̃†Rb̃Rb̃R − j b̃R J̃

(j)R
− ≡ b̃†R (8.2b)
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wherej = 0 or 1. The operators (8.2) are obtained from (7.17) by replacingc̃†Lc̃L or c̃†Rc̃R

with the numberj . In other words,J̃ (j)L,R± is the restriction ofJ̃ L,R± to eigenstates of̃c†L,Rc̃L,R

with eigenvaluej . Substituting (8.1) into (7.38a), and using (7.21), we obtain the expression

C(s1, . . . , sn1; s ′1, . . . , s ′n2
; s ′′1, . . . , s ′′n3

)

= 〈ξ̂ ;L|J̃ (0)Ls ′′n3
· · · J̃ (0)L

s ′′1
J̃
(1)L
s ′n2
· · · J̃ (1)L

s ′1
c̃LMc̃†RJ̃ (0)Rsn1

· · · J̃ (0)Rs1
|ξ̂ ′;R〉 (8.3)

which is more convenient for practical calculations.
We must first calculate the coefficient (8.3) forn1 = n2 = n3 = 0: namely,

C(; ; ) = 〈ξ̂−;L|c̃LMc̃†R|ξ̂ ′−;R〉. (8.4)

By using (7.22), we can rewrite this as

C(; ; ) = 〈ĥ|c̃LMc̃†R|ĥ′〉 (8.5)

whereĥ ≡ (1 + ξ̂−)/(1− ξ̂−), ĥ′ ≡ (1 + ξ̂ ′−)/(1− ξ̂ ′−). From (7.14) and (7.5) we have

c̃L = 1√
2
(1 +b†)c c̃†R = 1√

2
(1 +b)c†. (8.6)

Substituting (8.6) into (8.5), and using (6.20), (6.19) and (6.4), we obtain

C(; ; ) = 1
2(1 + ĥ)(1 + ĥ′)〈0|eĥbcMc†eĥ

′b†|0〉

= 1

2
(1 + ĥ)(1 + ĥ′)

∞∑
n=0

(ĥĥ′)n

(n!)2
〈0|bncMc†(b†)n|0〉

= 1

2
(1 + ĥ)(1 + ĥ′)

∞∑
n=0

(ĥĥ′)n = 1

2

(1 + ĥ)(1 + ĥ′)

1− ĥĥ′ = −1

ξ̂− + ξ̂ ′−
. (8.7)

Multiplying this by the factor 2e−[V (x)+V (x ′)]/2 (see equation (7.37)), we reproduce the
previously obtained result (4.20) for the lowest order term. For simplicity, we shall denote the
quantity (8.7) byC0:

C0 ≡ −1

ξ̂− + ξ̂ ′−
. (8.8)

It is important to note thatC0 has the property(
∂

∂ξ̂−

)n (
∂

∂ξ̂ ′−

)n′
C0 = (n + n′)!Cn+n′+1

0 . (8.9)

To calculate the coefficients (8.3) for generaln1, n2, andn3, we can make use of the
relations (7.20). These relations yield, for an arbitrary operatorA,

〈ξ̂−;L|Ab̃R|ξ̂ ′−;R〉 = ξ̂ ′−〈ξ̂−;L|A|ξ̂ ′−;R〉 (8.10a)

〈ξ̂−;L|b̃†LA|ξ̂ ′−;R〉 = ξ̂−〈ξ̂−;L|A|ξ̂ ′−;R〉 (8.10b)

〈ξ̂−;L|Ab̃†R|ξ̂ ′−;R〉 =
∂

∂ξ̂ ′−
〈ξ̂−;L|A|ξ̂ ′−;R〉 (8.10c)

〈ξ̂−;L|b̃LA|ξ̂ ′−;R〉 =
∂

∂ξ̂−
〈ξ̂−;L|A|ξ̂ ′−;R〉. (8.10d)

If we define the differential operators

Ĵ (j)L+ ≡ −ξ̂2
−
∂

∂ξ̂−
− j ξ̂− Ĵ (j)L− ≡ ∂

∂ξ̂−
(8.11a)

Ĵ (j)R+ ≡ −(ξ̂ ′−)2
∂

∂ξ̂ ′−
− j ξ̂ ′− Ĵ (j)R− ≡ ∂

∂ξ̂ ′−
(8.11b)
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then from (8.3) and (8.10) we obtain†

C(s1, . . . , sn1; s ′1, . . . , s ′n2
; s ′′1, . . . , s ′′n3

)

= Ĵ (0)Ls ′′n3
. . . Ĵ (0)L

s ′′1
Ĵ (1)Ls ′n2

. . . Ĵ (1)L
s ′1
Ĵ (0)Rs1

. . . Ĵ (0)Rsn1
C0. (8.12)

It is easy to calculate the terms of orderk in (7.37) by using (8.12). From (8.12) and (8.9)
we have

C(+1; ; ) = Ĵ (0)R+ C0 = −(ξ̂ ′−)2C2
0 (8.13a)

C(;+1; ) = Ĵ (1)L+ C0 = ξ̂−ξ̂ ′−C2
0 (8.13b)

C(; ;+1) = Ĵ (0)L+ C0 = −ξ̂2
−C

2
0 (8.13c)

and, similarly,

C(−1; ; ) = C(;−1; ) = C(; ;−1) = C2
0. (8.13d)

Substituting (8.13) into (7.37), we obtain the coefficientg1 of equation (4.17) as

g1 = 2ie−[V (x)+V (x ′)]/2C2
0{[−1]zz′ − (ξ̂ ′−)2[+1]x

′
z′ + ξ̂−ξ̂ ′−[+1]xx ′ − ξ̂2

−[+1]zx} (8.14)

which agrees with (4.24).
We can use the expression (8.3) directly for the calculation of higher-order coefficients.

From (8.10) and (8.9) we obtain the useful formula

〈ξ̂−;L|(b̃†L)m(b̃L)nc̃LMc̃†R(b̃†R)n
′
(b̃R)m

′ |ξ̂ ′−;R〉 = (n + n′)!ξ̂m− (ξ̂
′
−)
m′Cn+n′+1

0 . (8.15)

Therefore, the coefficients (8.3) are easily obtained if we express the product of operatorsJ̃ in
terms ofb̃ andb̃† in the normal-ordered form. This can be done with the help of the recursion
relations

J̃
(j)L
+ (b̃†L)m(b̃L)n = −(m + j)(b̃†L)m+1(b̃L)n − (b̃†L)m+2(b̃L)n+1 (8.16a)

J̃
(j)L
− (b̃†L)m(b̃L)n = m(b̃†L)m−1(b̃L)n + (b̃†L)m(b̃L)n+1 (8.16b)

(b̃†R)n(b̃R)mJ̃
(j)R
+ = −(m + j)(b̃†R)n(b̃R)m+1− (b̃†R)n+1(b̃R)m+2 (8.16c)

(b̃†R)n(b̃R)mJ̃
(j)R
− = m(b̃†R)n(b̃R)m−1 + (b̃†R)n+1(b̃R)m. (8.16d)

It would be instructive to see the structure of the above expressions in terms of diagrams.
Let us first think about the casesn1 = 0 in (8.3). As an example, we consider the second-order
coefficientC(;+1;+1). By using (8.16), we can express̃J (0)L+ J̃

(1)L
+ in the normal-ordered

form as

J̃ (0)L+ J̃ (1)L+ = (b̃†L)2 + 3(b̃†L)3b̃L + (b̃†L)4(b̃L)2. (8.17)

Using the diagrammatic interpretation ofJ̃ L± shown in figure 15, and recalling the definition of

J̃
(j)L
± , we can interpret relation (8.17) as in figure 16. Namely, each term in the normal-ordered

form corresponds to a tree diagram. The root of each tree corresponds to the operatorb̃L, and
each treetop corresponds tob̃†L. Substituting (8.17) into (8.3), and using (8.15), we obtain the
coefficientC(;+1;+1) as

〈ξ̂−;L|J̃ (0)L+ J̃ (1)L+ c̃LMc̃†R|ξ̂ ′−;R〉 = C0ξ̂
2
− + 3C2

0 ξ̂
3
− + 2C3

0 ξ̂
4
−. (8.18)

The right-hand side of (8.18) can be interpreted as in figure 17. We can see that figure 17 almost
faithfully preserves the structure of figure 16. Theb̃†L andb̃L in figure 16 are replaced bŷξ−

† This is equivalent to the expansion formula derived in [16]. The correspondence between equation (5.26) of [16]
and equation (8.12) of this paper is given byĴ (0)∓ = Ĵ (0)L± , Ĵ ′(0)∓ = Ĵ (0)R± , and eW/2Ĵ (1)∓ e−W/2 = Ĵ (1)L± , together

with e−W = −ξ̂− and e−W ′ = −ξ̂ ′−.
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Figure 16. Schematic interpretation of equation (8.17).
The broken line stands for the fermion line shown here
for clarity, although fermion operators do not appear in
the expression (8.17). Note thatJ̃ (1)L+ includes the vertex
involving the fermion, whileJ̃ (0)L+ does not.

Figure 17. Graphical interpretation of equation (8.18).

andC0, respectively. An additionalC0 is assigned to an endpoint of the fermion line. The
important difference is that the two diagrams in the lowest row of figure 17 are distinguished,
unlike the case in figure 16. Since we can rewrite (8.8) as

C0 = ξ̂ ′+[1 + ξ̂−ξ̂ ′+ + (ξ̂−ξ̂ ′+)
2 + (ξ̂−ξ̂ ′+)

3 + · · ·] (8.19)

theC0 in figure 17 can be interpreted as in figure 18. From figure 18 we can also see the
meaning of the property(∂/∂ξ̂−)nC0 = n!Cn0 ; removing aξ̂− from the graph ofC0 gives rise
to an additionalC0.

So far, we have been working in the interaction picture. We can recover the interpretation
of the propagator as the ‘sum over the paths’ by going back to the ‘Heisenberg’ picture. To
re-interpret figures 17 and 18 in the Heisenberg picture, we replace theξ̂± by ξ±, and assign
to each line the value of the free propagator given by figure 14(a). Then we can clearly see
that the diagrams in figure 17 (with figure 18) are equivalent to the paths shown in figure 19.

It is straightforward to extend the diagrammatic interpretation to the casesn1 6= 0. A
typical diagram corresponding to the right-hand side of (8.15) has the form shown in figure 20.
TheC0, except the one assigned to the fermion line, can be arranged in an arbitrary order, and
this gives the factor(n + n′)! in (8.15). Recall that we are using the frame with angle +π/2
in the region(z′, x ′), and−π/2 in (x, z). Since we are using different frames in these two
regions, the diagram in figure 20 cannot be represented by a simple path as in figure 19. In
figure 20, the trees in the region(z′, x ′) are associated with the ‘R’ particles, whereas in(x ′, z)
the trees correspond to the ‘L’ particles. These two different views are connected through the
C0.

Note that we could have obtained a more symmetric picture by rewriting (7.36) as

Ḡ(x, x ′; z, z′; ξ, ξ ′) = 2e−[V (x)+V (x ′)]/2

×〈ξ̂−;L|ŨL
I (z, x)c̃

LŨL
I (x, x0)MŨ

R
I (x0, x

′)c̃†RŨR
I (x

′, z′)|ξ̂ ′−;R〉 (8.20)

wherex0 is an arbitrary point betweenx ′ and x. (This expression is obtained by using
Ũ
L,R
I (x, x0)Ũ

L,R
I (x0, x

′) = ŨL,R
I (x, x ′) andMŨR

I = ŨL
I M.) If we had used (8.20) instead

of (7.36), the diagram corresponding to each term of expansion would have looked like
figure 21.
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Figure 18. Graphical representation ofC0. (Note that
the value of the propagator (figure 14) is not assigned to
the lines in this figure.)

Figure 19. The tree diagrams in figure 17 are equivalent
to the paths shown here. The heavy line is defined in
the same way as figure 9 (withξ+ andξ ′− replaced byξ−
andξ ′+).

Figure 20. A typical tree diagram corresponding to the
right-hand side of (8.15).

Figure 21. A diagram obtained from the expansion
of (8.20).

9. Concluding remarks

Expression (7.37) is the low-energy expansion of the generalized propagator, where the
coefficientsC defined by (7.38) can be calculated by using (8.3), (8.16) and (8.15). From (1.9)
we can see that the integrals [s1, s2, . . . , sn]xbxa , which are defined by (7.29), are expressed in
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terms ofψ0 as

[s1, s2, . . . , sn]
xb
xa
=
∫
· · ·
∫
xa6y16y26···6yn6xb

dy1 . . .dyn
n∏
i=1

[ψ0(yi)]
−2si . (9.1)

Thus the expansion coefficients of (7.37) are expressed in terms of the ground state
wavefunction. The expansion of the original propagatorG is obtained from (7.37) by taking
the limit z → ∞, z′ → −∞. In this process, we need to assign appropriate values toξ and
ξ ′, corresponding to the behaviour of the potentialV (x) atx → +∞ andx →−∞.

Here let us remark on the types of the potentialV (x) admissible for this low-energy
expansion formula. As mentioned in section 3, we can deal with three cases for the behaviour
of V (x) at x → ∞: namely,V (∞) = finite, V (∞) = +∞, andV (∞) = −∞. In these
cases, respectively, we setξ = 0, ξ = +1, andξ = −1 before taking the limitz → ∞. For
the expansion coefficients of (7.37) to remain finite in this limit,V (x) should either converge
sufficiently fast or diverge sufficiently fast atx →∞. It can be found from (7.37) and (8.12)
thatV (x) should satisfy one of the following three conditions:∣∣∣∣ ∫ ∞

xmin

xn[V (x)− V (∞)]dx
∣∣∣∣ <∞ V (∞) = finite (9.2a)∣∣∣∣ ∫ ∞

xmin

xne−V (x)dx
∣∣∣∣ <∞ V (∞) = +∞ (9.2b)∣∣∣∣ ∫ ∞

xmin

xneV (x)dx

∣∣∣∣ <∞ V (∞) = −∞ (9.2c)

for any positive integern and finitexmin. (See [16] for a more detailed discussion.)
Note that these conditions are expressed in terms of the Fokker–Planck potentialV (x),

and not the Schrödinger potentialVS(x). From (1.4) it is obvious that (9.2a) is satisfied only
if VS(∞) = 0. We can re-express (9.2b) in terms ofψ0 as∣∣∣∣∫ ∞

xmin

xn[ψ0(x)]
2dx

∣∣∣∣ <∞. (9.3)

This condition is satisfied ifVS(∞) = +∞ andψ0(∞) = 0. Obviously (9.3) is also satisfied if,
for example,VS(∞) is finite andψ0(x) decays exponentially at infinity. Thus, (9.2b) includes
the cases of finiteVS(∞) as well as the casesVS(∞) = +∞. The case (9.2c) has significance
in quantum mechanics when the ground state is not a bound state. If there is no zero-energy
bound state, the functionψ0(x) goes to +∞ at x → +∞ or x → −∞. If ψ0(∞) = +∞ we
haveV (∞) = −∞, whereasVS(∞) is either finite or +∞.

Similarly, there are three admissible cases for the behaviour ofV (x) atx →−∞, with the
conditions analogous to (9.2). ForV (−∞) = finite, V (−∞) = +∞, andV (−∞) = −∞,
respectively, we setξ ′ = 0, ξ ′ = +1, andξ ′ = −1 before taking the limitz′ → −∞ in (7.37).
Considering bothx → +∞ andx → −∞, we have 3× 3 = 9 cases. In all these cases
except two, we can letz → ∞ andz′ → −∞ in (7.37) with appropriate values ofξ andξ ′.
The exceptional two cases areV (∞) = +∞ with V (−∞) = +∞ andV (∞) = −∞ with
V (−∞) = −∞. In these two cases, we cannot simply take the limit of (7.37) to obtain the
expansion ofG. We can also deal with these cases, although a little trick is needed. This issue
will be discussed in another paper. Here let us only mention that, in the caseV (∞) = +∞
with V (−∞) = +∞, we can obtain the low-energy expansion ofG by first expanding 1/Ḡ in
powers ofk, and then taking the limit.

Finally, let us remark that this formalism is also applicable to the three-dimensional
scattering by a spherically symmetric potential, which reduces to the radial problem in one
dimension. The radial Schrödinger equation, which has the same form as (1.2), is restricted
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Figure A.1. Vertices obtained from figure 2 and equation (1.4).

within the half-line 06 x <∞. Since we haveψ0(0) = 0, the corresponding Fokker–Planck
potentialV (x) goes to +∞ atx → 0. So we can obtainG by lettingz′ → 0 with ξ ′ = 1.

Appendix A. Diagrammatic rules in terms of f

Inserting expression (1.4) into figures 2(b)–(d) gives the six scattering vertices shown in
figure A.1. Let us calculate the first-order contribution toGS that comes from (a)–(c).
Corresponding to (a), (c), and (b) respectively, we have∫ ∞
x

dy1G0(x, y1)f
′(y1)G0(y1, x

′) =
(

i

2k

)2 ∫ ∞
x

dy1eik(y1−x) df (y1)

dy1
eik(y1−x ′)

= − 2ik

(
i

2k

)2 ∫ ∞
x

dy1eik(y1−x)f (y1)e
ik(y1−x ′) −

(
i

2k

)2

f (x)eik(x−x ′) (A.1a)∫ x

x ′
dy1G0(x, y1)f

′(y1)G0(y1, x
′) =

(
i

2k

)2 ∫ x

x ′
dy1eik(x−y1)

df (y1)

dy1
eik(y1−x ′)

=
(

i

2k

)2

[f (x)− f (x ′)]eik(x−x ′) (A.1b)∫ x ′

−∞
dy1G0(x, y1)f

′(y1)G0(y1, x
′) =

(
i

2k

)2 ∫ x ′

−∞
dy1eik(x−y1)

df (y1)

dy1
eik(x ′−y1)

= 2ik

(
i

2k

)2 ∫ x ′

−∞
dy1eik(x−y1)f (y1)e

ik(x ′−y1) +

(
i

2k

)2

f (x ′)eik(x−x ′). (A.1c)

(Here we are assumingx > x ′.) Adding (A.1a)–(A.1c), we have∫ ∞
−∞

dy1G0(x, y1)f
′(y1)G0(y1, x

′) = −2ik
∫ ∞
x

dy1G0(x, y1)f (y1)G0(y1, x
′)

+2ik
∫ x ′

−∞
dy1G0(x, y1)f (y1)G0(y1, x

′). (A.2)

Thus we obtain the factors−2ikf and +2ikf for the left and right reflections, respectively.
The vertices (d)–(f ) of figure A.1 are cancelled by a part of the second-order term∫ ∫

dy1dy2G0(x, y2)f
′(y2)G0(y2, y1)f

′(y1)G0(y1, x
′) (A.3)

that comes from the singularity ofG0(y2, y1) aty2 = y1. Indeed, since

∂2

∂y1∂y2
G0(y2, y1) = −δ(y2 − y1) + regular part (A.4)



Boson representations of one-dimensional scattering 221

the delta function in (A.4) produces from (A.3) the term

−
∫ ∫

dy1dy2G0(x, y2)f (y2)δ(y2 − y1)f (y1)G0(y1, x
′)

= −
∫

dy1G0(x, y1)f
2(y1)G0(y1, x

′) (A.5)

which cancels the contribution from (d)–(f ).

Appendix B. Representation independence of (3.11)

Expression (3.11) does not depend on the particular form of the operators representing
relations (3.4a) and (3.4b). The proof for the caseξ = ξ ′ = 0 is given in [14]. Here we
show how to extend the proof to nonzero values ofξ andξ ′.

We define the generalized evolution operatorŪ as

Ū (xb, xa; ξb, ξa) ≡ D(ξb)U(xb, xa)D(−ξa) (B.1)

where the operatorD is defined as

D(ξ) ≡ eξJ+(1− ξ2)J3eξJ− = eξJ−(1− ξ2)−J3eξJ+ . (B.2)

(The last expression of (B.2) can be derived by using formulae (C.1) and (C.2) given in
appendix C.) The meaning of the operatorD(ξ) is explained in [15]. ThisŪ , just likeU ,
satisfies the product rule

Ū (xc, xb; ξc, ξb)Ū(xb, xa; ξb, ξa) = Ū (xc, xa; ξc, ξa). (B.3)

SinceJ−90 = Q−Q−90 = 0, we can rewrite (3.11) in terms of̄U as

Ḡ(x, x ′; z, z′; ξ, ξ ′)
= 1

2

(9b
0, Ū (z, x; ξ, 0)(Q+ +Q−)Ū(x, x ′; 0, 0)(Q+ +Q−)Ū(x ′, z′; 0, ξ ′)9a

0 )

(9b
0, Ū (z, z

′; ξ, ξ ′)J39
a
0 )

(B.4)

where9a
0 = (1− ξ ′2)−J390 and9b

0 = (1− ξ2)−J390. It is obvious that both9a
0 and9b

0
satisfy the lowest-state condition:

Q−9a
0 = 0 Q−9b

0 = 0. (B.5)

In fact, (B.4) is a more general expression than (3.11); expression (B.4) is valid for any9a
0 and

9b
0 satisfying (B.5), as long as(9b

0, J39
a
0 ) 6= 0. (Here we are allowing for the possibility that

the lowest state satisfying (3.10) is not unique, as in the case of a reducible representation.
If 90 is unique up to a constant factor, it is not necessary to distinguish between9a

0 and9b
0

in (B.4).)
As shown in [14], the evolution operatorU , which is defined as the solution of (3.12), can

be expressed in terms of the scattering coefficientsτ , Rr , andRl as

U(xb, xa) = e−Rr(xb,xa)J+ [τ(xb, xa)]
2J3eRl(xb,xa)J− . (B.6)

Substituting (B.6) and (B.2) into (B.1), and using the commutation relations (3.5a), we can
expressŪ as

Ū (xb, xa; ξb, ξa) = e−R̄r (xb,xa;ξb,ξa)J+ [τ̄ (xb, xa; ξb, ξa)]2J3eR̄l (xb,xa;ξb,ξa)J− (B.7)
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where

τ̄ (xb, xa; ξb, ξa) = (1− ξ2
b )

1/2(1− ξ2
a )

1/2τ

1− Rrξb − Rlξa − (τ 2 − RlRr)ξbξa (B.8a)

R̄r (xb, xa; ξb, ξa) = −ξb + (1− ξ2
b )

Rr + (τ 2 − RlRr)ξa
1− Rrξb − Rlξa − (τ 2 − RlRr)ξbξa (B.8b)

R̄l(xb, xa; ξb, ξa) = −ξa + (1− ξ2
a )

Rl + (τ 2 − RlRr)ξb
1− Rrξb − Rlξa − (τ 2 − RlRr)ξbξa . (B.8c)

(See [15] for details. The meaning and significance ofτ̄ , R̄r , andR̄l are discussed therein.)
Now the representation-independence of (B.4) can be proved in the same way as for the

caseξ = ξ ′ = 0. Using only the relations (3.4) (and (3.5)) and the expression (B.7), we can
show that

Q+Ū = τ̄−1Ū (Q+ − R̄lQ−) Q−Ū = τ̄−1Ū [R̄rQ+ + (τ̄ 2 − R̄lR̄r )Q−]

ŪQ− = τ̄−1(Q− − R̄rQ+)Ū ŪQ+ = τ̄−1[R̄lQ− + (τ̄ 2 − R̄lR̄r )Q+]Ū . (B.9)

Substituting (B.9) into (B.4), and using (B.5) and (3.8), we have

Ḡ(x, x ′; z, z′; ξ, ξ ′) = 1 + R̄l(z, x; ξ, 0)
τ̄ (z, x; ξ, 0)

1 + R̄r (x ′, z′; 0, ξ ′)
τ̄ (x ′, z′; 0, ξ ′)

×1

2

(9b
0,Q−Ū (z, x; ξ, 0)Ū(x, x ′; 0, 0)Ū(x ′, z′; 0, ξ ′)Q+9

a
0 )

(9b
0, Ū (z, z

′; ξ, ξ ′)J39
a
0 )

. (B.10)

Using (B.7), (3.4), (3.5), (3.8) and (B.5), we can also show

(9b
0,Q−ŪQ+9

a
0 ) = 2τ̄ (9b

0, ŪJ39
a
0 ). (B.11)

(See equation (5.11) of [14] for the intermediate steps of calculation.) From (B.10), (B.3)
and (B.11), we obtain

Ḡ(x, x ′; z, z′; ξ, ξ ′) = 1 + R̄l(z, x; ξ, 0)
τ̄ (z, x; ξ, 0)

1 + R̄r (x ′, z′; 0, ξ ′)
τ̄ (x ′, z′; 0, ξ ′) τ̄ (z, z′; ξ, ξ ′). (B.12)

Thus, (B.4) reduces to (B.12) irrespective of the particular choice of representation.

Appendix C. Derivation of (4.7) and (7.10)

Here we derive equations (4.7) and (7.10) at the same time, since they have the same structure.
We use expression (3.19) and the algebraic formulae†

AJ3J± = J±AJ3±1, (C.1)

eAJ−eBJ+ = (1 +AB)−J3eBJ+eAJ−(1 +AB)−J3. (C.2)

We can calculate, withc ≡ cos(θ/2), s ≡ sin(θ/2), t ≡ tan(θ/2),

P(−θ)e−ξ ′J+ = e−tJ−c2J3etJ+e−ξ
′J+

= e−tJ−ec
2(t−ξ ′)J+c2J3

= [1− tc2(t − ξ ′)]−J3ec
2(t−ξ ′)J+e−tJ− [1− tc2(t − ξ ′)]−J3c2J3

= [c2(1 + tξ ′)]−J3ec
2(t−ξ ′)J+e−tJ−(1 + tξ ′)−J3

= e[(t−ξ ′)/(1+tξ ′)]J+ [c2(1 + tξ ′)]−J3e−tJ−(1 + tξ ′)−J3

= e−ξ
′
−θ J+ [c2(1 + tξ ′)]−J3e−tJ−(1 + tξ ′)−J3. (C.3)

† See appendix B of [14].
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(The symbolc here should not be confused with the fermion operator.) In the last line of (C.3),
we used definition (4.8). We apply both sides of (C.3) to|0〉, which satisfies

J−|0〉 = 0 J3|0〉 = ν

2
|0〉. (C.4)

Here the value ofν is 1
2 for (4.7) (the vacuum of thea-boson), and 0 for (7.10) (the vacuum of

theb-boson and thec-fermion). Then we have

P(−θ)e−ξ ′J+ |0〉 = [cos(θ/2) + ξ ′ sin(θ/2)]−νe−ξ
′
−θ J+ |0〉. (C.5)

Therefore we obtain

e−ξ
′J+ |0〉 = [cos(θ/2) + ξ ′ sin(θ/2)]−νP (θ)e−ξ

′
−θ J+ |0〉

= [cos(θ/2) + ξ ′ sin(θ/2)]−νe−ξ
′
−θ J+,θ P (θ)|0〉

= [cos(θ/2) + ξ ′ sin(θ/2)]−νe−ξ
′
−θ J+,θ |0; θ〉. (C.6)

Settingν = 1
2 andν = 0 in (C.6), we obtain, respectively, (4.7a) and the first equation

of (7.10). The relations for the bras can be derived in the same way.

Appendix D. Derivation of (7.5)

We apply both sides of (C.3) (withP andJ replaced byPR andJR) to the statec†|0〉, where
|0〉 is the vacuum of theb-boson and thec-fermion. Using the relations

JR− c
†|0〉 = 0 JR3 c

†|0〉 = 1
2c

†|0〉 (D.1)

we can derive

PR(−θ)eξ ′b†
c†|0〉 = eξ

′
−θ b

† 1

cos(θ/2) + ξ ′ sin(θ/2)
c†|0〉. (D.2)

Applying PR(θ) to both sides of (D.2), we obtain

eξ
′b†
c†|0〉 = eξ

′
−θ b

†R
θ

1

cos(θ/2) + ξ ′ sin(θ/2)
c

†R
θ |0; θ〉. (D.3a)

In a similar way, we can derive

〈0|ceξb = 〈0; θ |cLθ
1

cos(θ/2)− ξ sin(θ/2)
eξθ b

L
θ . (D.3b)

We extend the definition of the coherent states to include the fermion as

|ξ ′, γ ′〉 ≡ eb
†ξ ′ec

†γ ′ |0〉 = eb
†ξ ′(1 + c†γ ′)|0〉 (D.4a)

〈ξ, γ | ≡ 〈0|eγ ceξb = 〈0|(1 +γ c)eξb (D.4b)

whereγ andγ ′ are Grassmann numbers, satisfying

γ 2 = (γ ′)2 = 0 {γ, c} = {γ, c†} = {γ ′, c} = {γ ′, c†} = 0. (D.5)

These coherent states satisfy

b|ξ ′, γ ′〉 = ξ ′|ξ ′, γ ′〉 c|ξ ′, γ ′〉 = γ ′|ξ ′, γ ′〉
b†|ξ ′, γ ′〉 = ∂

∂ξ ′
|ξ ′, γ ′〉 c†|ξ ′, γ ′〉 = − ∂

∂γ ′
|ξ ′, γ ′〉

〈ξ, γ |b† = ξ〈ξ, γ | 〈ξ, γ |c† = γ 〈ξ, γ |
〈ξ, γ |b = ∂

∂ξ
〈ξ, γ | 〈ξ, γ |c = ∂

∂γ
〈ξ, γ |.

(D.6)
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From (D.4), (D.3) and (7.10) we find

|ξ ′, γ ′〉 = eb
†R
θ ξ
′
−θ

(
1 +

c
†R
θ γ

′

cos(θ/2) + ξ ′ sin(θ/2)

)
|0; θ〉 (D.7a)

〈ξ, γ | = 〈0; θ |
(

1 +
γ cLθ

cos(θ/2)− ξ sin(θ/2)

)
eξθ b

L
θ . (D.7b)

If we define

γθ ≡ γ

cos(θ/2)− ξ sin(θ/2)
γ ′−θ ≡

γ ′

cos(θ/2) + ξ ′ sin(θ/2)
(D.8)

then equations (D.7) read

|ξ ′, γ ′〉 = eb
†R
θ ξ
′
−θec

†R
θ γ

′
−θ |0; θ〉 〈ξ, γ | = 〈0; θ |eγθ cLθ eξθ b

L
θ . (D.9)

This is an extension of (7.10). Extending the notation of (7.11), we may write (D.9) as

|ξ ′, γ ′〉 = |ξ ′−θ , γ ′−θ ; θ〉 〈ξ, γ | = 〈ξθ , γθ ; θ |. (D.10)

Hence it follows that

bRθ |ξ ′, γ ′〉 = ξ ′−θ |ξ ′, γ ′〉 cRθ |ξ ′; γ ′〉 = γ ′−θ |ξ ′, γ ′〉
b

†R
θ |ξ ′, γ ′〉 =

∂

∂ξ ′−θ
|ξ ′, γ ′〉 c

†R
θ |ξ ′, γ ′〉 = −

∂

∂γ ′−θ
|ξ ′, γ ′〉

〈ξ, γ |b†L
θ = ξθ 〈ξ, γ | 〈ξ, γ |c†L

θ = γθ 〈ξ, γ |
〈ξ, γ |bLθ =

∂

∂ξθ
〈ξ, γ | 〈ξ, γ |cLθ =

∂

∂γθ
〈ξ, γ |.

(D.11)

From (4.8) and (D.8) we have

∂

∂ξθ
=
(

cos
θ

2
− ξ sin

θ

2

)2
∂

∂ξ
− sin

θ

2

(
cos

θ

2
− ξ sin

θ

2

)
γ
∂

∂γ

∂

∂ξ ′−θ
=
(

cos
θ

2
+ ξ ′ sin

θ

2

)2
∂

∂ξ ′
+ sin

θ

2

(
cos

θ

2
+ ξ ′ sin

θ

2

)
γ ′

∂

∂γ ′
∂

∂γθ
=
(

cos
θ

2
− ξ sin

θ

2

)
∂

∂γ

∂

∂γ ′−θ
=
(

cos
θ

2
+ ξ ′ sin

θ

2

)
∂

∂γ ′
.

(D.12)

We substitute (4.8), (D.8) and (D.12) into the right-hand sides of (D.11). Then, we use (D.6)
to replaceξ ′, γ ′, etc byb, c, etc. The resulting relations are equations (7.5) applied to the
coherent states. Since these relations are satisfied for arbitrary coherent states, we find that
equations (7.5) must hold by themselves.
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